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In this article, we examine a novel way of imposing shape constraints on a local polynomial kernel estimator. The proposed approach is referred to as shape constrained kernel-weighted least squares (SCKLS). We prove uniform consistency of the SCKLS estimator with monotonicity and convexity/concavity constraints and establish its convergence rate. In addition, we propose a test to validate whether shape constraints are correctly specified. The competitiveness of SCKLS is shown in a comprehensive simulation study. Finally, we analyze Chilean manufacturing data using the SCKLS estimator and quantify production in the plastics and wood industries. The results show that exporting firms have significantly higher productivity.
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1. INTRODUCTION

Nonparametric regression methods, such as the local linear (LL) estimator, avoid functional form misspecification. To model production with a production or a cost function, the flexible nature of nonparametric methods can cause difficulties in interpreting the results. Fortunately, microeconomic theory provides additional structure in the form of shape constraints. Recently, several nonparametric shape constrained estimators have been proposed that combine the advantage of avoiding parametric functional specification with improved small-sample performance relative to unconstrained nonparametric estimators. Nevertheless, the existing methods have limitations regarding either estimation performance or computational feasibility.

In this article, we propose a new estimator that imposes shape restrictions on local kernel weighting methods. By combining local averaging with shape constrained estimation, we improve finite sample performance by avoiding overfitting.

Work on shape-constrained regression first started in the 1950s with Hildreth (1954), who studied the univariate regressor case with a least-squares objective subject to monotonicity and concavity/convexity constraints. See also Brunk (1955) and Grenander (1956) for alternative shape constrained estimators. Under the concavity/convexity constraint, properties such as consistency, rate of convergence, and asymptotic distribution have been shown by Hanson and Pledger (1976), Mammen (1991), and Groeneboom, Jongbloed, and Wellner (2001), respectively. In the multivariate case, Kuosmanen (2008) developed the characterization of the least-squares estimator subject to concavity/convexity and monotonicity constraints, which we will refer to as convex nonparametric least squares (CNLS) throughout this article. Furthermore, consistency of the least-squares estimator was shown independently by Seijo and Sen (2011) and Lim and Glynn (2012).

Regarding the nonparametric estimation implemented using kernel based methods, Birke and Dette (2007), Carroll, Delaigle, and Hall (2011), and Hall and Huang (2001) investigated the univariate case and proposed smooth estimators that can impose derivative-based constraints including monotonicity and concavity/convexity. Du, Parmeter, and Racine (2013) proposed constrained weighted bootstrap (CWB) by generalizing Hall and Huang’s method to the multivariate regression setting. Beresteanu (2007) developed a similar type of estimator but for use with spline-based estimators. Finally, we mention the work of Li, Liu, and Li (2017), which extended Hall and Huang’s method to use the k-nearest neighbor approach subject to the monotonicity constraint.
In this article, shape constrained kernel-weighted least squares (SCKLS) estimator is described, which optimizes a local polynomial kernel criterion while estimating a multivariate regression function with shape constraints. Under the monotonicity and convex/concavity constraints, we prove uniform consistency and establish the convergence rate of the SCKLS estimator. Kuosmanen (2008), Seijo and Sen (2011), and Lim and Glynn (2012) emphasized the potential advantage of the SCKLS estimator. Kuosmanen (2008), Seijo and Sen (2011), and Lee et al. (2013) to further improve the computational performance. Our proposed SCKLS estimator sheds further light on this issue: in the SCKLS framework, CNLS can be seen as the zero bandwidth estimator; we argue that, compared to unrestricted kernel methods, the SCKLS estimator is relatively robust to the bandwidth selected and is able to alleviate well-known issues such as boundary inconsistency faced by the CNLS estimator.

Note that with $n$ observations, CNLS imposes $O(n^2)$ concavity/convexity constraints, which can lead to computational difficulties. The number of constraints and the number of variables in the SCKLS estimator do not depend on the number of observations, but rather the number of evaluation points which is arbitrarily defined by the modeler, thereby bringing the computational complexity of the estimator largely under control of the modeler. In this article, we implement an iterative algorithm that reduces the number of constraints by building on the ideas in Lee et al. (2013) to further improve the computational performance. We then validate the performance of the SCKLS estimator via Monte Carlo simulations. For a variety of parameter settings, we find performance of SCKLS to be better or at least competitive with CNLS, CWB, and the local linear estimators. We provide the first simulation study of CWB with global concavity constraints. We also investigate the use of variable bandwidth methods that are a function of the data density\(^1\) and propose variants of a uniform grid as practical ways to further improve the performance of SCKLS.

Crucially, we also investigate the behavior of SCKLS when the shape constraints are misspecified and propose a hypothesis test to validate the shape constraints imposed. Having a test that validates the shape constraints is critical because otherwise our estimation procedure would lead to inconsistent estimates.

Finally, we apply the SCKLS estimator empirically on Chilean manufacturing data from the Chilean Annual Industrial Survey. The estimation results provide a concise description of the supply-side of the Chilean plastic and wood industries as we report marginal productivity, marginal rate of substitution, and most productive scale size. We also investigate the impact of exporting on productivity by including additional predictors of output in a semi-parametric model. We find that exporting correlates with higher productivity, thus supporting international trade theories that high productivity firms are more likely to compete in international markets.

Our focus on production functions guides our selection of the polynomial function used in estimation, the data-generation processes (DGP) in the Monte Carlo simulations. For the application analyzing the Chilean manufacturing data, we are interested in monotonic and concave shape constraints and use a local linear kernel function. These assumptions are motivated by standard economic theory for production functions (Varian 1984). However, the methods proposed in the article are general and applicable for other applications with higher order polynomial functions or alternative shape restrictions, as discussed in Appendix A.

The remainder of this article is as follows. Section 2 describes the model framework and presents our estimator, SCKLS. Section 3 contains the statistical properties of the estimator, and Section 4 discusses the behavior of SCKLS under misspecification, as well as a test for concavity and monotonicity. Monte Carlo simulation results under several different experimental settings are shown in Section 5. Section 6 applies the SCKLS estimator to estimate a production function for both the Chilean plastics and wood industries. Section 7 concludes and suggests future research directions. Appendix A provides extensions to SCKLS and a comparison to CNLS and CWB. Appendix B contains all the technical proofs and Appendix C describes a test for affinity. Appendix D states the details of the iterative algorithm for SCKLS, and Appendix E presents a more extensive set of simulation results. Appendix F describes the details of the partially linear model, and Appendix G gives further details about the application to the Chilean manufacturing data. All appendices are available as supplemental materials via the Journal of Business & Economic Statistics website.

2. MODEL FRAMEWORK AND METHODOLOGY

2.1 Model

Suppose we observe $n$ pairs of input and output data, $(X_j, y_j)^n_{j=1}$, where for every $j = 1, \ldots, n$, $X_j = (X_{j1}, \ldots, X_{jd})' \in \mathbb{R}^d$ is a $d$-dimensional input vector, and $y_j \in \mathbb{R}$ is an output. Consider the following regression model

$$y_j = g_0(X_j) + \epsilon_j, \quad \text{for } j = 1, \ldots, n,$$

where $\epsilon_j$ is a random variable satisfying $E(\epsilon_j | X_j) = 0$. Assume that the regression function $g_0 : \mathbb{R}^d \rightarrow \mathbb{R}$ belongs to a class of functions, $G$, that satisfies certain shape restrictions. Here, our estimator can impose any shape restriction that can be modeled as a lower or upper bound on a derivative. Examples are supermodularity, convexity, monotonicity, and quasi-convexity. For purposes of concreteness, and in view of the application to production functions, we focus on imposing monotonicity and global convexity/concavity, specifically, $g_0$ is concave if:

$$\lambda g_0(x_1) + (1 - \lambda)g_0(x_2) \leq g_0(\lambda x_1 + (1 - \lambda) x_2), \quad \forall x_1, x_2 \in \mathbb{R}^d \text{ and } \forall \lambda \in [0, 1]$$

Furthermore, saying $g_0$ is monotonically increasing means that

$$\text{if } x_1 \leq x_2, \text{ then } g_0(x_1) \leq g_0(x_2),$$

where the inequality of $x_1 \leq x_2$ means that every component of $x_2$ is greater than or equal to the corresponding component of $x_1$. Here, we denote $G_2$ as the set of functions satisfying these constraints.

---

\(^1\) A variable bandwidth method allows the bandwidth associated with a particular regressor to vary with the density of the data.
2.2 Shape-Constrained Kernel-Weighted Least-Squares (SCKLS) with Local Linear

Given observations \( \{X_j, y_j\}_{j=1}^{n} \), we state the (multivariate) local linear kernel estimator developed by Stone (1977) and Cleveland (1979) as

\[
\min_{a, b} \sum_{j=1}^{n} (y_j - a - (X_j - x')b)^2K\left( \frac{X_j - x}{h} \right),
\]

where \( a \) is a functional estimate, and \( b \) is an estimate of the slope of the function at \( x \) with \( x \) being an arbitrary point in the input space, \( K(\frac{y_j}{h}) \) denotes a product kernel, and \( h \) is a vector of bandwidths (see Racine and Li (2004) for more detail). We note that the objective function uses kernel weights, so more weight is given to the observations that are closer to the point \( x \).

We introduce a set of \( m \) points, \( x_1, \ldots, x_m \), for evaluating constraints, which we call evaluation points, and impose shape constraints on the local linear kernel estimator. In the spirit of local linear kernel estimator, we define shape constrained kernel-weighted least squares (SCKLS) estimator, for the case of monotonicity and concavity, to be the function \( \hat{g}_n : \mathbb{R}^{d} \rightarrow \mathbb{R} \) such that

\[
\hat{g}_n(x; \hat{a}, \hat{b}) = \min_{i \in \{1, \ldots, m\}} \{ \hat{a}_i + (x - x_i)\hat{b}_i \}
\]

for any \( x \in \mathbb{R}^{d} \), where \( \hat{a} = (\hat{a}_1, \ldots, \hat{a}_m) \) and \( \hat{b} = (\hat{b}_1, \ldots, \hat{b}_m) \) are the solutions to the following optimization problem

\[
\min_{a, b} \sum_{i=1}^{m} \sum_{j=1}^{n} (y_j - a_i - (X_j - x_i) b_i)^2K\left( \frac{X_j - x_i}{h} \right)
\]

subject to \( a_i - a_l \geq b'_l(x_i - x_l), \quad i, l = 1, \ldots, m \)

\[ b_i \geq 0, \quad i = 1, \ldots, m. \]

The first set of constraints in (3) imposes concavity and the second set of constraints imposes nonnegativity of \( b \), at each evaluation point \( x_i \). For more details see Kuosmanen (2008). Note that (2) implies the functional estimate is constructed by taking the minimum of linear interpolations between the evaluation points. This makes SCKLS a globally shape constrained function although it is a non-smooth piecewise linear function.

The SCKLS estimator requires the user to specify the number and the locations of the evaluation points. A standard method for determining the location of evaluation points, \( x_j \), is to construct a uniform grid, where each dimension is divided using equal spacing. However, we can address the skewness of input variable distributions common in manufacturing survey data by using a nonuniform grid method, specifically percentile gridding, to specify evaluation points.

Alternatively, we can deal with the input skewness by applying the \( k \)-nearest neighbor (\( k \)-NN) approach (Li, Liu, and Li, 2017). The \( k \)-NN approach uses a smaller bandwidth in dense data regions and a larger bandwidth when the data are sparse. The analysis in Section 6 uses both a percentile grid and \( k \)-NN approach to define the kernel function. For details of these extensions, see Appendix A.

As the density of the evaluation points increases, the estimated function potentially has more hyperplane components and is more flexible; however, the computation time typically increases. If a smooth functional estimate is preferred, see Nesterov (2005) and Mazumder et al. (2017), where methods for smoothing are provided. In practice, we propose to select the bandwidth vector \( h \) via the leave-one-out cross-validation based on the unconstrained estimator. See Section 5 for the details.

Appendix A proposes several alternative implementations of the SCKLS estimator: (1) SCKLS with local polynomial approximation, (2) a \( k \)-nearest neighbor (\( k \)-NN) approach, and (3) nonuniform grid method.

3. THEORETICAL PROPERTIES OF SCKLS

For mathematical concreteness, we next consider the statistical properties of SCKLS under monotonicity and concavity constraints. Recall that \( G_2 \) is the class of functions which are monotonically increasing and globally concave, and \( g_0 \) is the truth to be estimated from \( n \) pairs of observations. We make the following assumptions:

**Assumption 1.**

(i) \( \{X_j, y_j\}_{j=1}^{\infty} \) are a sequence of iid random variables with \( y_j = g_0(X_j) + \epsilon_j \).

(ii) \( g_0 \in G_2 \) and is twice-differentiable.

(iii) \( X_j \) follows a distribution with continuous density function \( f \) and support \( S \). Here, \( S \) is a convex, nondegenerate and compact subset of \( \mathbb{R}^{d} \). Moreover,

\[
\min_{x \in S} f(x) > 0.
\]

(iv) The conditional probability density function of \( \epsilon_j \), given \( X_j \), denoted as \( p(e|x) \), is continuous with respect to both \( e \) and \( x \), with the mean function

\[
\mu(\cdot) = E(\epsilon|X_j = \cdot) = 0
\]

and the variance function

\[
\sigma^2(\cdot) = \text{Var}(\epsilon|X_j = \cdot)
\]

bounded away from 0 and continuous over \( S \). Moreover, \( \sup_{x \in S} E(\epsilon_j^4 | X_j = x) < \infty \).

(v) \( K(\cdot) \) is a nonnegative, Lipschitz second-order kernel with a compact and convex support. For simplicity, we set the bandwidth associated with each explanatory variable, \( h_i \), for \( k = 1, \ldots, d \), to be \( h_1 = \cdots = h_d = h \).

(vi) \( h = O(n^{-1/(4+d)}) \) as \( n \rightarrow \infty \).

Here, (i) states that the data are iid; (ii) says that the constraints we impose on the SCKLS estimator are satisfied by the true function; (iii) makes a further assumption on the distribution of the covariates; (iv) states that the noise can be heteroscedastic in certain ways, but requires the change in the variance to be smooth; (v) is rather standard in local polynomial estimation to facilitate the theoretical analysis; and (vi) assures the bandwidths become sufficiently small as \( n \rightarrow \infty \) so that both the bias and the variance from local averaging go to zero. For details of the consistency of local linear estimator and a discussion of some of these conditions, see Masry (1996), Li and Racine (2007), and Fan and Guerre (2016).
We consider two scenarios: let the number of evaluation points (denoted by \( m \)) grow with \( n \), or fix the number of evaluation points a priori. For simplicity, we also assume that the evaluation points are drawn independent of \([X_j, y_j]_{j=1}^n\).

**Assumption 2.**

(i) The number of evaluation points \( m \to \infty \) as \( n \to \infty \). For simplicity, we assume that the empirical distribution of \([x_1, \ldots, x_m]\) converges to a distribution \( Q \) that has support \( S \) (i.e., as defined in Assumption 1(iv)) and a continuous differentiable density function \( q : S \to \mathbb{R} \) satisfying \( \min_{x \in S} q(x) > 0 \).

(ii) The number of evaluation points \( m \) is fixed. All the evaluation points lie in the interior of \( S \). Moreover,

\[
\frac{\sup_{x \in S} \min_{i=1, \ldots, m} \|x - x_i\|}{\min_{j \neq i, j \in \{1, \ldots, m\}} \|x_j - x_i\|} \leq \kappa
\]

for some \( \kappa \geq 1 \) (i.e., \([x_1, \ldots, x_m]\) are reasonably well spread across \( S \)).

Our main results are summarized below. A short discussion on our proof strategy and the proofs are available in Appendix B.

**Theorem 1.** Suppose that Assumption 1(i)–1(vi) and Assumption 2(i) or 2(ii) hold. Then,

\[
\frac{1}{m} \sum_{i=1}^m \left( \hat{g}_n(x_i) - g_0(x_i) \right)^2 = O_p(n^{-4/(4+d)} \log n).
\]

**Theorem 2.**

1. (The case of an increasing \( m \)) Suppose that Assumption 1(i)–1(vi) and Assumption 2(i) hold. Let \( C \) be any fixed closed set that belongs to the interior of \( S \). Then with probability one, as \( n \to \infty \), the SCKLS estimator satisfies

\[
\sup_{x \in C} |\hat{g}_n(x) - g_0(x)| \to 0.
\]

2. (The case of a fixed \( m \)) Suppose that Assumption 1(i)–1(vi) and Assumption 2(ii) hold. Then, as \( n \to \infty \), with probability one, the estimates from SCKLS satisfy

\[
\hat{a}_i \to g_0(x_i) \quad \text{and} \quad \hat{b}_i \to \frac{\partial g_0}{\partial x}(x_i)
\]

for all \( i = 1, \ldots, m \).

Note that this convergence rate is nearly optimal (differing only by a factor of \( \log n \)). However, in the above, we only manage to show that the SCKLS estimator converges at the evaluation points or in the interior of the domain. It is known that shape-constrained estimators tend to suffer from bad boundary behaviors. For instance, the quantity \( \sup_{x \in S} |\hat{g}_n^{\text{CNLS}}(x) - g_0(x)| \) does not converge to zero in probability, where \( g_0^{\text{CNLS}} \) is the CNLS estimator. Though for SCKLS, if we let the number of evaluation points, \( m \), grow at a rate slower than \( n \), we argue that we can both alleviate the boundary inconsistency and improve the computational efficiency.

**Assumption 3.** The number of evaluation points \( m = o(n^{2/(4+d)}) / \log n \) as \( n \to \infty \).

**Theorem 3.** Suppose that Assumption 1(i)–1(vi), Assumption 2(ii) and Assumption 3 hold. Then, with probability one, as \( n \to \infty \), the SCKLS estimator satisfies

\[
\sup_{x \in S} |\hat{g}_n(x) - g_0(x)| \to 0.
\]

We also note that CNLS can be viewed as a special case of SCKLS when we let the set of evaluation points be \([X_1, \ldots, X_n]\) and the bandwidth vector \( \|h\| \to 0 \). See Appendix A for the proof of the relationship between CNLS and SCKLS, together with a further discussion on the relationship between SCKLS and alternative shape constrained estimators such as CWB.

4. SHAPE MISSPECIFICATION: THEORY AND TESTING

4.1 Misspecification of the Shape Restrictions

So far we have assumed in our estimation procedures that \( g_0 \in G_2 \), where \( G_2 \) is the class of functions which are monotonically increasing and globally concave. To understand the behavior of SCKLS, we are interested in its performance when \( g_0 \notin G_2 \).

Let \( Q \) be a distribution on \( S \) (as in Assumption 2(i)) and define \( g^* : S \to \mathbb{R} \) as

\[
g^*_0 := \arg\min_{g \in G_2} \int_S (g(x) - g_0(x))^2 Q(dx).
\]

The existence and \( Q \)-uniqueness of \( g^*_0 \) follows from the well-known results about the projection onto a cone in the Hilbert space. When \( g_0 \in G_2 \), it is easy to check that \( g^*_0 = g_0 \). See also Lim and Glynn (2012). The following result can be viewed as a generalization of Theorem 2.

**Theorem 4.** Suppose that Assumption 1(i), 1(iii)–1(vi) and Assumption 2(i) hold. Furthermore, suppose that \( g_0 \) is twice-differentiable. Let \( C \) be any compact set that belongs to the interior of \( S \). Then with probability one, as \( n \to \infty \), the SCKLS estimator satisfies

\[
\sup_{x \in C} |\hat{g}_n(x) - g^*_0(x)| \to 0.
\]

This theorem assures us that the SCKLS estimator converges uniformly on a compact set to the function \( g^*_0 \) that is closest in \( L^2 \) distance to the true function \( g_0 \) for which our estimator is misspecified. Consequently, as long as \( g_0 \) is not too far away from \( G_2 \), our estimator can still be used as a reasonable approximation to the truth, especially when the sample size is moderate. See Appendix E for a numerical demonstration.

4.2 Hypothesis Testing for the Shape

Admittedly, the SCKLS estimator can be inappropriate if the shape constraints are not fulfilled by \( g_0 \). Thus, we propose a procedure based on the SCKLS estimators for testing

\[
H_0 : \{g_0 : S \to \mathbb{R}\} \in G_2 \quad \text{against} \quad H_1 : \{g_0 : S \to \mathbb{R}\} \notin G_2.
\]

Denote by

\[
r^2 \left( (X_j, y_j)_{j=1}^n, [x_i]_{i=1}^m \right) = \min_{a, b} \sum_{i=1}^m \sum_{j=1}^n (y_j - a_i - (X_j - x_i)b_i)^2 K \left( \frac{X_j - x_i}{h} \right);
\]
the value of the objective function that is minimized by the local linear kernel estimator. And denote by
\[ \hat{f}^2((X_j, y_j)_{j=1}^n, \{x_i\}_{i=1}^m) \]
\[ = \min_{a,b} \sum_{i=1}^n \sum_{j=1}^n (y_j - a_i - (X_j - x_i) b_j)^2 K \left( \frac{X_j - x_i}{h} \right), \]
subject to \( a_i - a_l \geq b_i(x_i - x_l) \) and \( b_i \geq 0 \), \( i, l = 1, \ldots, m \).

Here, \( \hat{f}^2(\cdot, \cdot) \) is the value of the objective function that is minimized by SCKLS.

We focus on the test statistic
\[ T_n := T((X_j, y_j)_{j=1}^n, \{x_i\}_{i=1}^m) \]
\[ = \left[ \frac{1}{mn h^4} \left( \hat{f}^2((X_j, y_j)_{j=1}^n, \{x_i\}_{i=1}^m) - \hat{f}^2((X_j, y_j)_{j=1}^n, \{x_i\}_{i=1}^m) \right) \right]^{1/2}, \]
which is a rescaled version of the difference between the values of the same objective function (with the same bandwidth \( h \), optimized either with or without the shape constraints. Intuitively, the value of this statistic should be small if \( g_0 \in G_2 \). This statistic can also be viewed as a smoothed and rescaled version of the goodness-of-fit statistic.

Here, we focus on the boundary case when \( g_0 \) is constant (i.e., \( g_0 = 0 \)) because it is hardest to evaluate the null hypothesis when \( g_0 \) is both nonincreasing and nondecreasing and both concave and convex, intuitively and theoretically and it allows us to control the size of our test statistic. Since the noise here might be nonhomogeneous, we use the wild bootstrap to approximate the distribution of the test statistic under \( H_0 \). See Wu (1986), Liu (1988), Mammen (1993), and Davidson and Flachaire (2008) for an overview of the wild bootstrap procedure.

Our testing procedure has three steps:

1. Estimate the error at each \((X_j, y_j)\) by \( \tilde{e}_j = y_j - \tilde{g}_n(X_j) \) for \( j = 1, \ldots, n \), where \( \tilde{g} \) is the unconstrained local linear estimator with kernel and bandwidth satisfying Assumptions 1(v)–(vi).

2. The wild bootstrap method is used to construct a critical region for \( T_n \). Let \( B \) be the number of Monte Carlo iterations. For every \( k = 1, \ldots, B \), let \( u_k = (u_{1k}, \ldots, u_{nk}) \) be a random vector with components sampled independently from the Rademacher distribution, that is, \( P(u_{jk} = 1) = P(u_{jk} = -1) = 0.5 \). Furthermore, let \( y_{jk} = u_{jk} \tilde{e}_j \). Then, the wild bootstrap test statistic is
\[ T_{nk} = T((X_j, y_{jk})_{j=1}^n, \{x_i\}_{i=1}^m). \]

3. Define the Monte Carlo \( p \)-value as
\[ p_n = \frac{1}{B} \sum_{k=1}^B I_{T_{nk} \leq T_a}. \]

For a test of size \( \alpha \in (0, 1) \), we reject \( H_0 \) if \( p_n < \alpha \).

A few remarks are in order.

First, here we conveniently implemented the simplest wild bootstrap scheme to simplify our analysis, in line with the work of Davidson and Flachaire (2008). Instead of imposing the Rademacher distribution on \( u_{jk} \), we can also use any distribution with zero-mean and unit-variance. One popular choice suggested by Mammen (1993) is
\[ u_{jk} = \left\{ \begin{array}{ll} \frac{\sqrt{n - 1}}{\sqrt{2n + 1}}, & \text{with probability } \frac{5 + \sqrt{5}}{10}, \\
\frac{\sqrt{2n + 1}}{\sqrt{2n + 1}}, & \text{with probability } \frac{5 - \sqrt{5}}{10}. \end{array} \right. \]

Second, note that the definition of \( y_{jk} \) in Step 2 makes this a test of the residuals, that is, when drawing bootstrap samples, we use \( y_{jk} = u_{jk} \tilde{e}_j \) instead of \( y_{jk} = \tilde{g}_n(X_j) + u_{jk} \tilde{e}_j \). From this perspective, our test is similar to the univariate monotonicity test in Hall and Heckman (2000). One reason behind this choice is to avoid the boundary inconsistency of the bootstrap procedure. See Andrews (2000) and Cavaliere, Nielsen, and Rahbek (2017) who addressed this issue in a much simpler setup. Generally speaking, testing the null hypothesis becomes harder when \( g_0 \) is on the boundary of \( G_2 \). In practice, we could use \( y_{jk} = \tilde{g}_n(X_j) + u_{jk} \tilde{e}_j \) in certain scenarios (e.g., when testing \( g_0 \) is a strictly increasing and strictly concave function against \( g_0 \notin G_2 \)), and slight improvements are observed in terms of finite-sample performance.

We now look into the theoretical properties of our procedure under both \( H_0 \) and \( H_1 \). See Appendix B for the proof.

**Theorem 5.** Suppose that Assumptions 1(i), (iii)–(v) and 2(i) hold, and the conditional error distribution (i.e., \( e_i(X_j) \)) is symmetric. Assume, furthermore, that \( g_0 \) is continuously twice-differentiable and let \( h = O(n^{-\frac{1}{4}}) \) for some fixed \( \eta \in (\frac{1}{4 + \frac{1}{2}}, \frac{1}{2}) \). Let \( B := B(n) \rightarrow \infty \) as \( n \rightarrow \infty \). Then, for any given \( \alpha \in (0, 1) \),

- Type I error: for any \( g_0 \in G_2 \), \( \lim_{n \rightarrow \infty} P(p_n < \alpha) \leq \alpha \);
- Type II error: for any \( g_0 \notin G_2 \), \( \lim_{n \rightarrow \infty} (1 - P(p_n < \alpha)) = 0 \).

In addition, if we replace Assumption 2(iii) by Assumption 2(ii), the same conclusions hold for sufficiently large \( m \).

See also Section 5 for the finite-sample performance of our test in a simulation study, where we demonstrate that the proposed test controls both Type I and Type II errors reasonably well. Additionally, Appendix C describes our procedure for testing affinity using SCKLS.

### 5.3.1 Numerical Experiments on Estimation

The setup. We now examine the finite-sample performance and robustness of the proposed estimator through Monte Carlo simulations. We run our experiments on a computer with Intel Core2 Quad CPU 3.00 GHz and 8 GB RAM. We compare the performance of SCKLS is compared with that of CNLS and LL. See Appendix E for a comparison of SCKLS with CWB. For the SCKLS and the CNLS estimator, we solve the quadratic programming problems with MATLAB using the built-in quadratic programming solver, quadprog. We run two sets of experiments varying the number of observations (n), the...
number of evaluation points \((m)\), and the number of the inputs \((d)\).

We also run additional experiments to show the robust performance of the SCKLS estimator under alternative conditions. See Appendix E for the results.

We measure the estimator’s performance using root mean squared errors (RMSE) based on two criteria: the distance from the estimated function to the true function measured \((1)\) at the observed points and \((2)\) at the evaluation points constructed on an uniform grid, respectively. As CNLS estimates hyperplanes at observation points, we use linear interpolation to obtain the estimated function to the true function measured \((1)\) at the observation points increases. Moreover, the SCKLS estimator

3 The CNLS estimates include the second stage linear programming estimation procedure described by Kuosmanen and Kortelainen (2012) to find the minimum extrapolated production function.

### Table 1. RMSE on observation points for Experiment 1

<table>
<thead>
<tr>
<th>Number of observations</th>
<th>Average of RMSE on observation points</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.193 0.171 0.141 0.132 0.118</td>
</tr>
<tr>
<td>200</td>
<td>0.229 0.163 0.137 0.138 0.116</td>
</tr>
<tr>
<td>300</td>
<td>0.212 0.166 0.149 0.152 0.140</td>
</tr>
<tr>
<td>400</td>
<td>0.079 (0.042) (0.028) (0.028) (0.028)</td>
</tr>
<tr>
<td>500</td>
<td>0.078 0.075 0.048 0.039 0.043</td>
</tr>
</tbody>
</table>

### Table 2. RMSE on evaluation points for Experiment 1

<table>
<thead>
<tr>
<th>Number of observations</th>
<th>Average of RMSE on evaluation points</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.230 0.187 0.183 0.152 0.165</td>
</tr>
<tr>
<td>200</td>
<td>0.294 0.202 0.189 0.173 0.168</td>
</tr>
<tr>
<td>300</td>
<td>0.250 0.230 0.235 0.203 0.181</td>
</tr>
<tr>
<td>400</td>
<td>0.104 0.089 0.070 0.047 0.041</td>
</tr>
<tr>
<td>500</td>
<td>0.120 0.073 0.091 0.067 0.063</td>
</tr>
</tbody>
</table>

### 5.1.2 Tuning Parameter Selection

For the SCKLS estimator, we use the Gaussian kernel function \(K(\cdot)\) and leave-one-out cross-validation (LOOCV) for bandwidth selection. LOOCV is a data-driven method, and has been shown to perform well for unconstrained kernel estimators such as local linear (Stone 1977). We apply LOOCV procedure on unconstrained estimates (i.e., local linear) to select the bandwidth for SCKLS to reduce the computational burden and because SCKLS is relatively insensitive to the bandwidth choice (see for example Experiment 1. Fixed Number of Evaluation Points). For further computational improvements, we apply the iterative algorithm described in Appendix D.

### 5.1.3 Results

#### 5.1.3.1 Experiment 1. Fixed Number of Evaluation Points

We consider a Cobb–Douglas production function with \(d\) inputs and one output, \(g_0(x_1, \ldots, x_d) = \prod_{k=1}^{d} x_k^{a_k} \). For each pair \((x_j, y_j)\), each component of the input, \(X_{jk}\), is randomly and independently drawn from uniform distribution \(\text{uniform}[f[1, 10]\), and the additive noise, \(\epsilon_j\), is randomly sampled from a normal distribution, \(N(0, 0.7^2)\). We consider 15 different scenarios with different numbers of observations \((100, 200, 300, 400, 500)\) and input dimensions \((2, 3, 4)\). The structure and data generation process of Experiment 1 follows Lee et al. (2013). We fix the number of evaluation points at approximately 400 and locate them on a uniform grid.

For this experiment, we compare the following four estimators: SCKLS, CNLS, local linear kernel (LL), and parametric Cobb–Douglas estimator. The latter estimator serves as a baseline because it is correctly specified parametric form. Tables 1 and 2 show for Experiment 1 the RMSE measured on observation points and evaluation points, respectively. The number in parentheses is the standard deviation of RMSE values computed by 10 replications. Note the standard derivations are generally small compared to the parameter estimates, which indicates low variability even after only 10 replications. A more extensive set of results for this experiment is summarized in Appendix E. The SCKLS estimator has the lowest RMSE in most scenarios even when RMSE is measured on observation points (note that the SCKLS estimator imposes the global shape constraints via evaluation points in Equation (3)). Also as expected, the performance of SCKLS estimator improves as the number of observation points increases. Moreover, the SCKLS estimator
performs better than the LL estimator particularly in higher dimensional functional estimation. This provides empirical evidence that the shape constraints in SCKLS are helpful in improving the finite-sample performance as compared to LL. Note that LL appears to have larger RMSE values on evaluation points which are located in input space regions with sparse observations. This implies that the SCKLS estimator has more robust out-of-sample performance than the LL estimator due to the shape constraints. We also observe that the performance of the CNLS estimator measured at the evaluation points is worse than that measured at the observations. CNLS often has ill-defined hyperplanes which are very steep/shallow at the edge of the observed data, and this over-fitting leads to poor out-of-sample performance. In contrast, the SCKLS estimator performs similarly for both the observation points and evaluation points, because the construction of the grid that completely covers the observed data makes the SCKLS estimator more robust.

We also conduct simulations with different bandwidths to analyze the sensitivity of each estimator to bandwidths. We compare SCKLS and LL with bandwidth $h \in [0, 10]$ with an increment by 0.01 for the 1-input setting, and we use bandwidth $h \in [0, 5] \times [0, 5]$ with an increment by 0.25 in each coordinate for the 2-input setting. We simulate 100 datasets to compute the RMSE for each bandwidth as well as for the bandwidth via LOOCV. Figure 1 displays the average RMSE of each estimator. The histogram shows the distribution of bandwidths selected by LOOCV. The instances when SCKLS and LL provide the lowest RMSE are shown in light gray and dark gray, respectively. For the one-input scenario, the SCKLS estimator performs better than the LL estimator for bandwidth between 0.25 and 2.25 as shown in (a). For the two-input scenario, the SCKLS estimator performs better for most of the LOOCV values as shown by the majority of the histogram colored in light gray. This indicates that LOOCV, calculated using the unconstrained estimator, provides bandwidths that work well for the SCKLS estimator. Importantly, the SCKLS estimator does not appear to be very sensitive to the bandwidth selection method since, heuristically, the shape constraints help reduce the variance of the estimator. Finally, we note that similar results can be obtained in experimental settings with lower signal-to-noise level, or with non-uniform input. See Appendix E for more details.

5.1.3.2 Experiment 2. Different Numbers of Evaluation Points. The setting is the same as Experiment 1. However, now we consider 9 different scenarios with different numbers of evaluation points (100, 300, and 500) and input dimensions (2, 3, and 4). We fix the number of observed points at 400.

We show the performance of SCKLS. Tables 3 and 4 shows for Experiment 2 the RMSE measured on observations and evaluation points respectively. Both tables show that empirically even if we increase the number of evaluation points, the RMSE value does not change significantly. This has important implications for the running time. Specifically, we can reduce the calculation time by using a rough grid without sacrificing too much in terms of RMSE performance of the estimator.

<table>
<thead>
<tr>
<th>Number of evaluation points</th>
<th>Average of RMSE on observation points</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.142 0.141 0.141</td>
</tr>
<tr>
<td>300</td>
<td>0.198 0.203 0.197</td>
</tr>
<tr>
<td>500</td>
<td>0.239 0.207 0.206</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of evaluation points</th>
<th>Average of RMSE on evaluation points</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.181 0.164 0.158</td>
</tr>
<tr>
<td>300</td>
<td>0.304 0.267 0.257</td>
</tr>
<tr>
<td>500</td>
<td>0.383 0.296 0.270</td>
</tr>
</tbody>
</table>
5.2 Numerical Experiments on Testing the Imposed Shape

Experiment 3. We test monotonicity and concavity for data generated from the following single-input and single-output DGP:

\[ g_0(x) = x^p \]  

and

\[ g_0(x) = \frac{1}{1 + \exp(-5 \log(2)x)} \]  

With \( n \) observations, for each pair \((X_j, y_j)\), each input, \( X_j \), is randomly and independently drawn from uniform distribution \( \text{unif}[0, 1] \). In this simulation, we use the following multiplicative noise to validate whether the wild bootstrap can handle non-homogeneous noise.

\[ y_j = g_0(X_j) + (X_j + 1) \cdot \epsilon_j, \]  

where \( \epsilon_j \), is randomly and independently sampled from a normal distribution, \( N(0, \sigma^2) \). We use three different DGP scenarios A, B, and C. For scenarios A and B, we use function (4) where the exponent parameter \( p \) defines whether the function \( g_0 \) is an element of the class of functions \( G_2 \) or not. We use \( p = [0, 2] \) for scenarios A and B, respectively, where \( g_0 \in G_2 \) if \( p = 0 \), and \( g_0 \not\in G_2 \) if \( p = 2 \) since \( g_0 \) is strictly convex. For scenario C, we consider an “S”-shape function defined by (5) which violates both global concavity and convexity. We consider different sample sizes \( n = \{100, 300, 500\} \) and standard deviation of the noise \( \sigma = \{0.1, 0.2\} \), and perform 500 simulations to compute the rejection rate for each scenario. We assume that we do not know the distribution of the noise in advance and use the wild bootstrap procedure described in Section 4.2 with \( B = 200 \).

Table 5 shows the rejection rate for each DGP. For high signal-to-noise ratio scenarios (\( \sigma = 0.1 \)), the test works well even with a small-sample size. Our test is able to control the Type I error, as illustrated in scenario A. In addition, the Type II error of our test is small for the scenarios B and C where shape constraints are violated by the DGP. Furthermore, for low signal-to-noise ratio scenarios (\( \sigma = 0.2 \)), the rejection rate for scenarios B and C significantly improves when the sample size is increased from 100 to 300. Indeed, for larger noise scenarios more data is required for the test to have power. Thus, our test seems informative enough to guide users to avoid imposing shape constraints on the data generated from misspecified functions.

6. APPLICATION

We apply the proposed method to estimate the production function for two large industries in Chile: plastic (2520) and wood manufacturing (2010), where the values inside the parentheses indicate the CIIU3 industry code. There are some existing studies which analyze the productivity of Chilean firms; see, for example, Pavcnik (2002), who analyzed the effect of trade liberalization on productivity improvements. Other researchers have analyzed the productivity of Chilean manufacturing including Benavente (2006), Alvarez and Görg (2009), and Levinsohn and Petrin (2003). However, the above-cited work use strong parametric assumptions and older data. Most studies use the Cobb–Douglas functional form which restricts the elasticity of substitution to be 1. When diminishing marginal productivity of inputs characterizes the data, the Cobb–Douglas functional form imposes that the most productive scale size is at the origin. We relax the parametric assumptions and estimate a shape constrained production function nonparametrically using data from 2010. We examine the marginal productivity, marginal rate of substitution, and most productive scale size (MPSS) to analyze the structure of the industries. We also investigate how productivity differs between exporting and nonexporting firms, as exporting has become an important source of revenue in Chile.

See Appendix G for the details of estimation and comparison across different estimators.

6.1 The Census of Chilean Manufacturing Plants

We use the Chilean Annual Industrial Survey provided by Chile’s National Institute of Statistics. The survey covers manufacturing establishments with ten or more employees. We define Capital and Labor as the input variables and Value Added as the output variable of the production function. Capital and Value Added are measured in millions of Chilean peso while Labor is measured as the total man-hours per year. We use cross-sectional data from the plastic and the wood industries.

Many researchers have found positive effects of exporting for other countries using parametric models. See for instance, De Loecker (2007) and Bernard and Jensen (2004). Here, we use SCKLS to relax the parametric assumption for the production

4Note that firms’ decisions, that is, selecting labor and capital levels with considerations for productivity levels or whether to export, are potentially endogenous. Solutions to this issue are to instrument or build a structural model based on timing considerations. Our estimator can be embedded within the estimation procedures such as those described in Ackerberg, Caves, and Frazer (2015) to address this issue.

5The data are available at http://www.ine.cl/estadisticas/economicas/manufactura.

6The definition of Labor includes full-time, part-time, and outsourced labors. Capital is defined as a sum of the fixed assets balance such as buildings, machines, vehicles, furniture, and technical software. Value added is computed by subtracting the cost of raw materials and intermediate consumption from the total amount produced. Further details are available at http://www.ine.cl/estadisticas/economicas/manufactura.
Table 6. Statistics of Chilean manufacturing data

<table>
<thead>
<tr>
<th></th>
<th>Non-exporters (n = 173)</th>
<th>Exporters (n = 72)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Labor</td>
<td>Capital (million)</td>
</tr>
<tr>
<td>Plastic (2520)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>92155</td>
<td>725.85</td>
</tr>
<tr>
<td>median</td>
<td>55220</td>
<td>258.41</td>
</tr>
<tr>
<td>std</td>
<td>106530</td>
<td>1574</td>
</tr>
<tr>
<td>skewness</td>
<td>3.301</td>
<td>5.2052</td>
</tr>
<tr>
<td>Non-exporters (n = 97)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wood (2010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>76561</td>
<td>364.93</td>
</tr>
<tr>
<td>median</td>
<td>44087</td>
<td>109.48</td>
</tr>
<tr>
<td>std</td>
<td>78057</td>
<td>702.35</td>
</tr>
<tr>
<td>skewness</td>
<td>2.243</td>
<td>3.5155</td>
</tr>
</tbody>
</table>

Figure 2. Labor and Capital of each industry.

function. To capture the effects of exporting, we use a semi-parametric modeling extension of SCKLS. The partially linear model is represented as follows:

\[ y_j = Z_j'\gamma + g_0(X_j) + \epsilon_j, \]

where \( Z_j = (Z_{j1}, Z_{j2})' \) denotes contextual variables and \( \gamma = (\gamma_1, \gamma_2)' \) is the coefficient of contextual variables. We model exporting with two variables: a dummy variable indicating the establishments that are exporting and the share of output being exported. For more details see Appendix F.

Table 6 presents the summary of statistics for each industry by exporter/non-exporter. We find that exporters are typically larger than nonexporter in terms of labor and capital. Input variables are positively skewed, indicating there exist many small and few large establishments. Since SCKLS with variable bandwidth (k-nearest neighbor) and non-uniform grid performed the best in our simulation scenarios with non-uniform input data (as indicated in Appendix E), we use these options. We choose the smoothing parameter \( k \) via leave-one-out cross-validation. Appendix A explains the details of our implementation of K-NN for the SCKLS estimator.

Figure 2 shows a plot of labor and capital for each industry and shows input data is sparse for large establishments.

Beresteanu (2005) proposed to include shape constraints only for the evaluation points that are close to the observations. Thus, in addition to using a percentile grid of evaluation points, we propose to use the evaluation points that are inside the convex hull of observed input \( \{X_j\}_{j=1}^n \). See Appendix G for details.

We begin by testing if the Cobb–Douglas production function is appropriate for our data. We use the hypothesis test for correct parametric specification described in Henderson and Parmeter (2015). The resulting \( p \)-value is 0.092 for the plastic industry and 0.007 for the wood industry, respectively. Therefore, the Cobb–Douglas parametric specification is likely to be wrong, particularly applied to the wood industry.

Next, we apply the test proposed in Section 4.2 to determine if imposing global concavity and monotonicity shape constraints is appropriate. We estimate a \( p \)-value of 0.302 for the plastic industry and 0.841 for the wood industry, respectively. For both industries, the estimated \( p \)-value is not small enough to reject \( H_0 \).

\( ^7 \)We apply a Cobb–Douglas OLS to the second stage data \( \{X_j, y_j - Z_j'\gamma\}_{j=1}^n \), which removes the effect of contextual variables from observed output. See Appendix F for details.
6.2 Estimated Production Function and Interpretation

We estimate a semiparametric model with a nonparametric shape constrained production function, a linear model for exporting share of sales, and a dummy variable for exporting. Table 7 shows the goodness of fit ($R^2$) of the production function: 71.1% of variance is explained in the plastic industry, while 43.8% of variance is explained in the wood industry.

Table 8 reports additional information characterizing the production function: the marginal productivity and the marginal rates of substitution at the 10, 25, 50, 75, and 90 percentiles are reported for both measures. Here, the rate of substitution indicates how much labor is required to maintain the same level of output when we decrease a unit of capital. When comparing the two industries, we find that the wood industry has a larger marginal rate of substitution than the plastic industry. This indicates that capital is more critical in the wood industry than the plastic industry.

We also compare the estimated production function by the local linear and the SCKLS estimators. Figures 3 and 4 show the estimated production function within the convex hull of observations for plastic and wood industries, respectively.

Visually, the production function estimated by the LL estimator is difficult to interpret and the values of important economic quantities such as marginal products and marginal rates of
This is consistent with the theory of the firm, that is, firms grow in establishments that have smaller most productive scale size in both industries. Furthermore, labor-intensive establishments are the largest for establishments with high capital to labor ratios observed input. In both industries, the observed value added output is more than plants that do not export regardless of the export quantity. In contrast, the coefficient on the exports' share of sales is significant and positive in the wood industry, while the dummy variable for exporting is not significant, indicating that establishments in the wood industry tend to be more productive the more they export. Thus, in both industries we find evidence of increased productivity for exporting firms.

Table 9 reports the estimated coefficients for the exporting variables. In the plastic industry, the dummy variable for exporting is significant and positive while exports' share of sales is not. This indicates that the plants that export tend to produce more output than plants that do not export regardless of the export quantity. In contrast, the coefficient on the exports' share of sales is significant and positive in the wood industry, while the dummy variable for exporting is not significant, indicating that establishments in the wood industry tend to be more productive the more they export. Thus, in both industries we find evidence of increased productivity for exporting firms.

Table 10 reports the most productive scale size for the 10, 25, 50, 75, 90 percentiles of Capital/Labor ratio distribution of observed input. In both industries, the observed value added output is the largest for establishments with high capital to labor ratios, indicating that capital-intensive establishments have increased actual output. Furthermore, labor-intensive establishments have smaller most productive scale size in both industries. This is consistent with the theory of the firm, that is, firms grow and become more capital intensive over time by automating processes with capital and using less labor.

7. CONCLUSION

This article proposed the SCKLS estimator that imposes shape constraints on a local polynomial estimator. We show the consistency and convergence rate of this new estimator under monotonicity and concavity constraints, as well as its relationship with CNLS and CWB. In applications where out-of-sample performance is less critical and the boundary behavior is of less concern, such as regulation applications, the CNLS estimator may be preferable because of its simplicity. In contrast, in cases where out-of-sample performance is important, such as survey data, the SCKLS estimator appears to be more robust. Simulation results reveal the SCKLS estimator outperforms CNLS and CWB in most scenarios. We propose and validate the usefulness of several extensions, including variable bandwidth and non-uniform gridding, which are important to estimate functions with non-uniform input dataset which is common in manufacturing survey and census data. We also propose a test for the imposed shape constraints based on SCKLS. Finally, we demonstrate the SCKLS estimator empirically using Chilean manufacturing data. We compute marginal productivity, marginal rate of substitution, most productive scale size and the effects of exporting, and provide several economic insights.

One limitation of the proposed SCKLS estimator is its computation efficiency due to the large number of constraints. The algorithm we proposed for reducing constraints performs well, and we demonstrate the ability to solve large problems instances within a reasonable time. Furthermore, our simulation results show good functional estimates even with a rough grid. Consequently, we can make use of the flexibility of the evaluation points to reduce the computational time of the estimator.

Potential future research could focus on the bandwidth selection methods. Typically, optimal bandwidth selection methods without shape constraints try to trade bias and variance to find the best estimator in terms of RMSE. Since the imposed shape restrictions already constrain the variance of the estimator to some extent, we expect that the optimal bandwidth in the SCKLS estimator will be smaller than the optimal unconstrained estimator. Further, if systematic inefficiency is present in the data, deconvoluting the residuals following the stochastic frontier literature would allow the investigation of a production frontier.

SUPPLEMENTARY MATERIALS

Appendix: The document contains: (A) extensions and the relationship between estimators; (B) technical proofs of the theoretical results; (C) a test of affinity using SCKLS; (D) an algorithm for SCKLS computational performance; (E) comprehensive results of existing and additional numerical experiments; (F) semiparametric model to integrate contextual variable; and (G) details of the application to the Chilean manufacturing data.
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