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Abstract

In the use of peer group data to assess individual, typical or best practice performance, the effective detection of outliers
is critical for achieving useful results, particularly for two-stage analyses. In the DEA-related literature, prior work on this
issue has focused on the efficient frontier as a basis for detecting outliers. An iterative approach for dealing with the poten-
tial for one outlier to mask the presence of another has been proposed but not demonstrated. This paper proposes using
both the efficient frontier and the inefficient frontier to identify outliers and thereby improve the accuracy of second stage
results in two-stage nonparametric analysis. The iterative outlier detection approach is implemented in a leave-one-out
method using both the efficient frontier and the inefficient frontier and demonstrated in a two-stage semi-parametric boot-
strapping analysis of a classic data set. The results show that the conclusions drawn can be different when outlier identi-
fication includes consideration of the inefficient frontier.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Productivity and efficiency have long been
research areas for both economists and engineers.
Productivity is the ratio of outputs produced to
inputs consumed and efficiency is the ratio of a
given system’s productivity compared to the best
possible productivity, Lovell (1993). Many models
have been proposed for determining the best possi-
ble productivity. A main concern in constructing
these models or evaluating them is whether the pro-
ductivity identified is truly achievable for the system
under consideration. This has lead researchers to
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investigate and quantify the effects on efficiency by
the environment and other variables that cannot
be controlled by system management. One of the
most common types of models for this purpose
has come to be known as two-stage semi-parametric
models, first suggested by Timmer (1971).

In the first stage a deterministic frontier model is
constructed. When the assumptions of convexity
and free disposability are made, this calculation is
referred to as data envelopment analysis (DEA),
Charnes et al. (1978). Other deterministic frontier
techniques also may be used, such as the free dis-
posal hull (FDH) first rigorously analyzed by Dep-
rins et al. (1984). In the second stage, the efficiency
estimates calculated in the first stage are regressed
against a variety of environmental variables. The
.
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first implementations of the two-stage semi-para-
metric models were by Ray (1988) and Ray (1991).
However, these methods have recently been criti-
cized by Simar and Wilson (2007) for their lack of
a coherent data-generating process and mishandling
of the complicated unknown serial correlation
among the estimated efficiencies.

Wilson (1995) and others note that in the first
stage, the deterministic nature of the frontier implies
that errors in measurement for those observations
supporting the frontier could cause severe distor-
tions in the measures of efficiency for the entire pop-
ulation. Wilson then suggests a method to remedy
this problem by calculating the leave-one-out effi-
ciency, sometimes called super efficiency, and identi-
fying outliers based on the leave-one-out efficiency
estimate. The leave-one-out efficiency estimate has
been suggested by other researchers, including
Banker et al. (1989), Anderson and Petersen
(1993), and Lovell et al. (1993). The Banker and
Das paper refers to its use for outlier measurement
whereas the latter two papers use the method for
tie breaking among the observations that appear
to be efficient. Wilson relates the problem of identi-
fying observations with measurement error to the
problem of outlier detection in the classical linear
regression models. However, outliers in linear
regression models can be found both above and
below the regression line, whereas, Wilson’s method
only identifies a subset of outliers related to being
‘‘too good’’ or to continue the regression analogy,
outliers found above the regression line.

While outliers are an intuitive concept, a rigorous
definition is hard to state. Assuming data have been
generated by drawing from a distribution, an obser-
vation categorized as an outlier actually may simply
represent a low probability draw (i.e., a draw from a
tail of the distribution). While such a draw may
appear to be an outlier, as Cook and Weisberg
(1982) point out, this type of observation may lead
to the recognition of important phenomena that
might otherwise go unnoticed. With this in mind
the rather loose definition of outlier provided by
Gunst and Mason (1980), ‘‘as observations that do
not fit in with the pattern of the remaining data
points and are not at all typical of the rest of the
data’’, seems appropriate. In deterministic frontier
models, outliers that support the frontier can be
thought of as observations that are ‘‘too good’’
and thus are particularly dangerous as noted above
by Wilson. The observation motivating this work is:
when the two-stage semi-parametric model is used,
outliers that represent particularly bad performance

might distort the second stage results.
There has not been much research in the area of

identifying outliers relative to a nonparametric
deterministic frontier. There appear to be no pub-
lished literature discussing how to identify outliers
which distinguish themselves by exhibiting particu-
larly poor performance. The available research
(Wilson, 1995; Simar, 2003) focuses only on identi-
fying outliers which impact the efficient frontier.
Many studies have been performed to measure sen-
sitivity or robustness of DEA results and while this
is closely related to many techniques for identifying
outliers, the concept is fundamentally different.
There has been limited attention paid to inefficient
frontiers. Paradi et al. (2004) suggest a worst prac-
tice detection method by applying traditional
DEA models when only detrimental (bad) outputs
are selected. In their approach, a new mathematical
formulation is not needed; poor performers are sim-
ply identified by high levels of bad outputs. Liu and
Hsu (2004) also have suggested a similar mathemat-
ical formulation for identifying an inefficient fron-
tier; however, the paper provides no motivation
for developing an inefficient frontier.

The present paper describes an inefficient frontier
and how this concept can be used to identify outliers
that distinguish themselves by having particularly
poor performance. Clearly, observations identified
as potential outliers should be further examined to
determine if an error has taken place, possibly in
data entry or in identifying these units as members
of the peer group for this analysis. This paper also
describes the implementation of the iterative outlier
identification process, discussed in Wilson (1995)
although apparently not demonstrated in the litera-
ture. Section 2 will review the two-stage semi-para-
metric models using data envelopment analysis
(DEA) in the first stage and bootstrapping methods
in the second stage. Section 3 will address methods
for constructing an inefficient frontier and describe
outlier detection methods applied to the inefficient
frontier. An example using the classic Banker and
Morey (1986) data set will be shown in Section 4.
The impact on second stage results of not identify-
ing and processing inefficient outliers will be demon-
strated. Finally, conclusions will be presented.

2. Two-stage semi-parametric bootstrapping method

The two-stage semi-parametric model approach
consists of estimating efficiencies in the first-stage
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and regressing these efficiency estimates against a set
of environmental variables in the second-stage.
Many models are available for estimating efficiency;
but we will focus on the DEA model. The DEA pro-
duction set can be described by

bP ¼ fðx; yÞjy 6 Y k; x P Xk; iTk ¼ 1; k 2 Rn
þg;
ð2:1Þ

where bP is an estimate based on the observed pairs
(xi,yi) of the ‘‘true’’ production set P, x 2 Rp

þ de-
notes a (1 · p) vector of inputs, y 2 Rq

þ denotes a
(1 · q) vector of outputs, n is the number of obser-
vations, Y ¼ ½y1 . . . yn�, X ¼ ½x1 . . . xn�, i denotes an
(n · 1) vector of ones, and k is an (n · 1) vector of
intensity variables. The production set can be com-
pletely described by either the input requirements
set or the output requirement set. The input set
can be stated as

LðyÞ ¼ fx 2 Rp
þjx can produce yg: ð2:2Þ

To simplify exposition, we will focus on the input
space, however, the concepts described for the input
space transfer easily to the output space. For further
description of the relationship between the two
spaces see either Lovell (1994) or Charnes et al.
(1993). The linear program for calculating the effi-
ciency estimates in the input requirement space is

minĥi;k
ðĥiÞ;

s:t: � yi þ Y k P 0;

ĥixi � Xk P 0;PN
j¼1

kj ¼ 1;

kj P 0:

ð2:3Þ

This linear program is solved once for each observa-
tion, i = 1, . . .,n to compute efficiency estimates for
that observation.

Let z 2 Rr
þ denote a (1 · r) vector of environmen-

tal variables. In a two stage analysis, a function,
typically w(zi,b) = zib is specified and an associated
regression model is

ĥi ¼ zibþ ei; ð2:4Þ

where ei is an error term, normally distributed and
truncated so that the values of ĥi do not exceed 1.
ĥi is the efficiency estimated from the first-stage for
observation i. The sign on the resulting coefficients,
b, indicate the direction of the influence and hypoth-
esis testing can assess the significance. Until recently
this had been standard practice and advocated by
several researchers, e.g., Coelli et al. (1998),
McCarty and Yaisawarng (1993), and Ray (1991).

In 2007 Simar and Wilson introduced a boot-
strapping technique to improve the inference in the
second-stage regression. They cited a two fold need
for a new technique as: (1) the original two-stage
method lacks a coherent data-generating process;
and (2) it mishandles the complicated unknown
serial correlation among the estimated efficiencies
and the correlation between the ei and the zi.

The Simar and Wilson bootstrapping technique
uses Shephard’s input distance function which is
inversely related to an input efficiency estimate.
Shephard’s input distance function is

Diðxi; yiÞ ¼ ðĥiÞ�1 ¼ max d̂i

��� xi

d̂i

2 LðyÞ
� �

: ð2:5Þ

The value of d̂i is a normalized measure of the dis-
tance from a point (xi,yi) to the frontier, holding
output levels and the direction of the input vector
fixed.

The DEA method of using a set of observation to
approximate the efficient frontier, biases efficiency
estimates upwards. This bias in the efficiency esti-
mates is another reason why the bootstrapping tech-
nique is necessary. In the remainder of this paper,
algorithm #2 from Simar and Wilson (2007) is used
to perform the second stage regression. The boot-
strapping method is an improvement over the origi-
nal deterministic frontier two-stage model because
the associated confidence intervals allow one to
quantify the uncertainty related to efficiency esti-
mates. However, before the two-stage model can
be implemented, unexplainable outliers should be
identified and removed from the data. The previous
outlier detection methods were only concerned with
the overly efficient outliers because they were devel-
oped with the traditional deterministic frontier
model in mind and did not consider the second stage
regression. Thus the outliers that were overly ineffi-
cient would have minimal impact on their results.
However, when the two-stage model is considered
the effect of overly inefficient outliers may cause
misleading results in the second stage, as will be
shown in Section 4.
3. The inefficient frontier, outliers, and a detection

methodology

The outlier detection methodology for non-
parametric efficiency evaluation described here is
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Fig. 1. The inefficient and efficient frontiers for one input, one
output.
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distinguished from previous methodologies by
searching for both efficient and inefficient outliers.
In order to identify inefficient outliers a measure
to quantify a given observation’s deviation from
the remainder of the data set needs to be defined.
This is done using the concept of the inefficient fron-
tier, introduced below. The method that will be used
to identify outliers is the leave-one-out method
described by Wilson (1995), applied to both the
efficient and inefficient frontiers.

For the purposes of this paper, we assume that
clustering or other techniques, if appropriate,
already have been applied to obtain data in a com-
parable group.

3.1. The inefficient frontier

Just as an efficient frontier can be calculated from
observations taken from the production set P, an
inefficient frontier also can be calculated. The effi-
cient frontier represents the maximum output given
an input level and without improvements in technol-
ogy it is not possible to achieve greater production
levels. By analogy, the deterministic inefficient fron-
tier can be defined, from the output perspective as, a
convex hull defined by the minimum output level
given an input level, for which it would not be likely
to produce output levels less than the frontier value.
Convex combinations of the most inefficient
observed units estimate the inefficient frontier, in a
manner analogous to the estimation of the efficient
frontier. Similarly, from the input perspective the
inefficient frontier is a convex hull defined by the
maximum input level given an output level, for
which it would not be likely to use input levels
greater than the frontier value. An observation
may lie outside of the inefficient frontier if there is
error in the measurement or entry of the data, if
the observation is a chance instance of a low prob-
ability situation, or if the observation does not truly
belong to the group under evaluation. For any of
these reasons a data point should be removed from
the analysis. When outlier detection techniques are
applied to the inefficient frontier, the envelopment
concept is relaxed in order to quantify the degree
to which each unit on the inefficient frontier (call
these units completely inefficient units) is an outlier.
These units represent the worst possible perfor-
mance within the observed production possibility
set.

When the inefficient frontier is included the pro-
duction possibility set is defined as:
bP p ¼
ðx; yÞjy 6 Y k; x P Xk; i0k ¼ 1; k 2 Rn

þ

and y P Y l; x 6 Xl; i0l ¼ 1; l 2 Rn
þ

� �
:

ð3:1Þ
The input set can be stated as

LpðyÞ ¼ fx 2 Rp
þjx can produce yg; ð3:2Þ

given the new definition of production possibility set
and the output set as

KpðxÞ ¼ fy 2 Rq
þjy can be produced by xg; ð3:3Þ

given the new definition of production possibility
set. For this new definition, a Shephard’s input inef-
ficient distance function can be defined:

DiIIðxi; yiÞ ¼ minfwiIjxi=wiI 2 LpðyÞg; ð3:4Þ

where the subscripts on D indicate unit, input and
inefficiency, respectively. DiII 6 1 with 1 characteriz-
ing the inefficient frontier. Similarly, a Shephard’s
output inefficient distance function can be defined as

DiOIðxi; yiÞ ¼ maxfwiOjyi=wiO 2 KpðxÞg ð3:5Þ

DiOI P 1 with 1 characterizing the inefficient
frontier.

The shape of the one-input, one-output ineffi-
cient frontier shown in Fig. 1 is an approximation
of the true inefficient frontier, constructed from
the observed data.

The inefficient frontier with respect to the subset
Lp (y) can be denoted as oX inðyÞ and found by

oX inðyÞ ¼ fxjx 2 LpðyÞ; /Ix 62 LpðyÞ81 < /Ig: ð3:6Þ

Then the inefficiency estimate calculated from the
input perspective can be found by solving the fol-
lowing linear program
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max/iI;lk ð/iIÞ;
s:t: � yi þ Y l 6 0;

/iIxi � Xl 6 0;PN
j¼1

lj ¼ 1;

lj P 0:

ð3:7Þ

For completeness, the inefficient frontier with re-
spect to the subset Kp (x) can be denoted as
oY inðxÞ and found by

oY inðxÞ ¼ fyjy 2 KpðxÞ; /Oy 62 KpðxÞ80 < /O < 1g:
ð3:8Þ

We also show the linear program for calculating the
inefficiency estimate from the output perspective

min/iO ;l ð/iOÞ;
s:t: � /iOyi þ Y l 6 0;

xi � Xl 6 0;PN
j¼1

lj ¼ 1;

lj P 0:

ð3:9Þ

With these concepts and terminology defined, we
can now explain how to use the leave-one-out out-
lier detection method of Wilson (1995) relative to
an inefficient frontier.

3.2. Outlier detection relative to the efficient and

inefficient frontiers

One outlier detection method suggested by Wil-
son (1995) calculates the leave-one-out efficiency
estimate to give a measure of the degree to which
an observation is an outlier. While Wilson only
searches for outliers relative to either an input or
an output orientation, Simar (2003) suggests an
observations should be distant from both an input
and an output orientation in order to be an outlier.
For identifying outliers relative to an efficient fron-
tier we will heed Simar’s suggestion and require the
observation to be distant from both perspectives. To
quantify distant, a threshold value needs to be
selected. If a threshold value is chosen for one of
the orientations, the reciprocal value should be used
for the other orientation to specify symmetrical
thresholds.

Relative to an inefficient frontier, if an observa-
tion is found to be both below this threshold value
for input oriented DEA analysis (3.7) and above
the reciprocal value for output oriented analysis
(3.9), then the observation will be flagged as an out-
lier requiring further inspection. For example, if 0.5
is selected for the input oriented estimate threshold,
this value corresponds to the concept the worst
observation or convex combination of bad observa-
tions in the reference set excluding the observation
under evaluation can produce the same level of out-
put as the given observation using half the inputs.
Similarly, 2 is the reciprocal value, if used in the out-
put oriented analysis, this corresponds to the con-
cept the worst observation or convex combination
of bad observations in the reference set excluding
the observation under evaluation can use the same
level of input as the given observation and produce
twice the output. Then any observation for which
/iI < 0.5 and /iO > 2 would be flagged as a possible
outlier. This is an example of a weak outlier thresh-
old criterion. Of course more rigorous criteria could
be selected by picking a larger (smaller) value for the
input (output) oriented estimate threshold. If a large
number of observations are flagged this would indi-
cate a more rigorous threshold criteria is necessary
or the quality of the peer group identified should
be reevaluated. Wilson does not provide any guid-
ance in the selection of these threshold criteria for
the efficient frontier and Simar (2003) states that
threshold values will be closely related to the data
generation process which is specific for each group
evaluated. Thus this value should be selected on a
case-by-case basis.

The leave-one-out input oriented DEA ineffi-
ciency estimate is the distance of a completely inef-
ficient observation from the inefficient frontier of
the data set, not including the observation under
evaluation, and can be computed using the follow-
ing linear program:

max/�iI;l
�
i
ð/�iIÞ;

s:t: � yi þ Y ðiÞl�i 6 0;

/�iIxi � X ðiÞl�i 6 0;PN
j¼1

l�j ¼ 1;

l�j P 0:

ð3:10Þ

In (3.10), /�Ii is the input-oriented inefficiency
estimate for the ith unit, l�i is a vector of inten-
sity variables, X ðiÞ ¼ ½xj� 8j 6¼ i, Y ðiÞ ¼ ½yj�8j 6¼ i,
x 2 Rp

þ denotes a (1 · p) vector of inputs, y 2 Rq
þ

denotes a (1 · q) vector of outputs, and N is the
number of observations. The variables X(i) and Y(i)

have dimensions (p · (N � 1)) and (q · (N � 1)),



Table 1
Units identified and the iteration for four outlier tests

Efficient frontier Inefficient frontier

1st lteration 5 17
69 69

2nd lteration 6 15
41 23
55 46

3st lteration 17 47

4th lteration 4
7

12
44
53
65
67
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respectively, and l�i has dimensions (1 · (N � 1)).
Similarly, the leave-one-out output oriented DEA
inefficiency estimate can be calculated by the linear
program

min/�iO ;l
�
i
ð/�iOÞ;

s:t: � /�iOyi þ Y ðiÞl�i 6 0;

xi � X ðiÞl�i 6 0;PN
j¼1

l�j ¼ 1;

l�j P 0:

ð3:11Þ

Both (3.10) and (3.11) must be solved one time for
each observation in order to develop a set of
leave-one-out efficiency estimates for all observa-
tions. Observations that are candidates for outliers
will have leave-one-out DEA inefficiency estimates
that exceed the corresponding threshold values.

A common problem facing outlier detection
methods is the masking effect. Rousseeuw and van
Zomeren (1990) give a detailed discussion of this
problem; in essence, the presence of an outlier hides
or masks the presence of another outlier. The leave-
one-out method is based on the nearest neighbor
type criteria, and is particularly vulnerable to this
effect. A method suggested by Simar (2003) and Wil-
son (1995) to lessen this problem is to apply an out-
lier detection process in an iterative fashion, i.e., the
outlier detection method should be applied, outliers
identified and removed, and the method applied
again on the smaller set. This process could be
applied a set number of times or until the number
of outliers identified in an iteration is below a spec-
ified level.
4. Inefficient frontier: Practical implementation

As a demonstration, we use the classic Banker
and Morey (1986) data set for pharmacies in the
state of Iowa. There are 69 observations, 2 outputs,
3 inputs, and 1 environmental variable. The envi-
ronmental variable is population and the continu-
ous values for population are used (rather than
the categorical variable constructed by Banker and
Morey). For more information about the data set,
see Banker and Morey (1986).

To begin, a critical value for outlier detection
should be specified. The rather strict value of 1.1
was selected for the efficient frontier input oriented
evaluation and the inefficient frontier output ori-
ented evaluation. The reciprocal value of 0.91 was
used for the efficient frontier output oriented evalu-
ation and the inefficient frontier input oriented eval-
uation. Because the iterative method was used, the
iteration on which an observation was identified as
an outlier is also noted in Table 1.

The two-stage bootstrapping method, algorithm
2 in Simar and Wilson (2007) was used to estimate
the equation

di ¼ b0 þ zibþ ei; ð4:1Þ

where z is a (69 · 1) vector of the population values
and di is the input efficiency of unit i. The 95% boot-
strap confidence interval for the parameter b based
on 56 points remaining in the data set after remov-
ing outliers relative to the efficient frontier was
[�1.982,1.712]. Thus the result of the analysis
would conclude the population has no effect on
the efficiency of a pharmacy in Iowa. However, if
the bootstrapping method is used on the 52 point
data set with outliers removed based on both the
efficient and inefficient frontier, the bootstrap confi-
dence interval at the 95% level is [�0.3460,�0.0005].
This result indicates that efficiency is inversely re-
lated to population of the area in which the phar-
macy is located. As this example demonstrates,
misleading conclusions can be drawn from the sec-
ond stage analysis if outliers are not identified and
treated for both the efficient and inefficient frontiers.
5. Conclusion

This paper describes an outlier detection method-
ology, and formalizes the inefficient frontier. The
inefficient frontier’s value as an aid in outlier detec-
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tion is demonstrated. Further this paper implements
the iterative outlier detection method previously dis-
cussed in both Simar (2003) and Wilson (1995) and
demonstrates the Simar and Wilson (2007) two-
stage semi-parametric method for the Banker and
Morey (1986) data set with outliers removed based
only on the efficient frontier and for the data set
with outliers identified based on both the efficient
and inefficient frontiers. It is shown that the conclu-
sions drawn based on the results of the two different
data sets can be different and the use of outlier
detection based on both the efficient and inefficient
frontiers is recommended.
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